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Cryptocurrency: 

Total market value is over $942 billion as of October 2022 [1]
 

Rapid growth attracts new investors
 

High volatility puts invested money at risk 
 

Prediction of price is beneficial for individual 
investors and financial researchers [2] 
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Trading Volume: 

Trading Volume is visibly overlooked as a parameter in
Cryptocurrency prediction research [3]
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Deep Learning (DL): 
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Cryptocurrencies do demonstrate non-linear patterns in price behaviour

Hence, machine learning tools perform imperfectly [2]

There is a need for a more powerful prediction tool - DL

DL is a well-known solution for complicated time-series problems [3]



Hybrid DL models: 
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HDL models outperform DL and ML solution for time-series problems

HDL models state of the art solution for cryptocurrency price 
prediction [4]

HDL models are relevant to the current research [3] 



Transformer Model: 
Transformer Models got very popular in past year (ChatGPT)

Outperformed old leaders in most NLP tasks [6]

They were never used solely for cryptocurrency price prediction

Maybe there is a hidden prediction power that can compete with
current leaders in time-series forecasting
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HDL Methodology

Initial: With T Volume:

Same models
Different input 7,1 -> 7,2

Normalisation experiment -> Log scaling
 

LSTM-GRU and GRU-LSTM [4]
Initial design [5]

Output window -> One week  
Input window experiment -> One week

Normalisation experiment -> Log scaling
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Transformers Methodology

Decoder only transformer.
Based on concepts from Attention Is All You
Need [6], Language Models are Few-Shot
Learners [7].
Input window experiment -> One week
Normalisation experiment -> Log scaling
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Input 

Add & Norm

Add & Norm
Transformers Methodology

Attention, Multi-Head Attention,

Feed Forward block

Residual blocks 

Dropout

Custom encoding + decoding

Following elements were developed: 

      Masked Multi-Head Attention
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Transformers Methodology
With Volume

In HDL input for this part is 2d, for
transformer input is a mixture of

Closing price and Volume.

Normalisation used: Log scaling.
One week input, one week output.

An accuracy drop was expected and
happened.
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Results for HDL Models 
Min-Max with volume -> drop in accuracy 20-32% across different metrics.

Log scaling with volume -> a noticeable increase in accuracy.
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Results for Transformers Models 

Generally performance with Log scaling normalisation is promising.

Volume had negative impact on performance.

(In level with HDL models with 2-3 weeks input window)
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Conclusion
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Addition of volume is good for HDL models with Log-scaling normalisation.

Addition of volume is harmful in case of Transformer model.

Transformer model has room for improvement.



Further Research
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Increasing size of the model
Training on a larger data set
Fine-tuning to specific task [7]

Possible ways to improve Transformer:

 



Thank You
Presented by Ilia Gershenzon 
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Additional information 
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Triangular mask example



Additional information 
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Encoder decoder example



Additional information 
Masked Multi-Head Attention

Attention 

Multi-Head Masked


